
Non-Personalized 
Recommenders



Why non-personalized Recommendations?

● Non-personalized recommendations can also show interesting content
● Provide recommendations when we have no data



Consider ordering of Content
● Ordering by price is usually a bad idea
● Using recency keeps the website dynamic



Top 10 list



Frequently Bought Together 



Association Rules

Identify underlying relations between 
different items

Apriori algorithm is the most simple and 
straightforward



Support

● Fraction of transactions that contain an 
itemset



Confidence

● Measures items in Y appear in transactions that contain X



Lift

● How likely item Y is purchased with item X, while controlling for the popularity 
of the items. Lift of above 1 is preferred





Steps for 
the Apriori 
Algorithm

● Computing the support for each individual item
● Deciding on the support threshold
● Selecting the frequent items
● Finding the support of the frequent itemsets
● Repeat for larger sets
● Generate Association rules 
● Compute confidence and lift
● Store the results in a database



Shortcomings of 
Apriori

● The size of the itemset from candidate 
generation can be very large

● Lots of time wasted on counting the 
support since we have to scan the itemset 
database over and over again



Python Packages for Market Basket Analysis

● Apriori_python
● Efficient_Apriori
● Reference 

○ https://towardsdatascience.com/apriori-association-rule-mining-explanation-and-python-imple
mentation-290b42afdfc6

https://github.com/chonyy/apriori_python
https://github.com/tommyod/Efficient-Apriori


Summary

● Ordering the content
● Frequently Bought Together - 

Metrics suitable for your business
● Save the recommendations in a 

database
● Add versioning to the rules


